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Abstrucf-Four image reorganization IC’s to enable real-time 
difference encoding for hierarchical lossless image compression 
are reported. Two image reorganization processors are real- 
ized on the focal plane and two were designed for hybridization 
to a separate imager IC. The two focal-plane IC’s represent the 
first integration of a 256 x 256 buried-channel frame-transfer 
CCD image sensor with additional charge-domain circuitry to 
enable image reformatting at video rates (28 frames/s). The 
reformatting circuitry occupies 2% of the IC area with an es- 
timated power dissipation of less than 150 pW at a 30-Hz frame 
rate. The four IC’s generate pyramidal pixel output in 3 x 3 
blocks with the center pixel first. Pixel data reorganization is 
performed through simultaneous readout of three rows of data, 
followed by pixel resequencing and sampling to provide differ- 
ential output. A novel architecture, consisting of three paral- 
lel-serial-parallel registers (SP’) provides simultaneous read- 
out of multiple imager rows on the focal-plane IC’s. The IC’s 
have achieved a charge-transfer efficiency (CTE) of 0.99996 in 
the conventional horizontal and vertical CCD registers, and a 
CTE of 0.99994 in the Sp registers. The overall output ampli- 
fier sensitivity is 3.2 pV/electron. 

I. INTRODUCTION 
S PROGRESS in solid-state image sensor technol- A ogy has increased sensor array size, image process- 

ing systems must contend with ever increasing data band- 
widths. For example, an HDTV image captured at a 30-Hz 
frame rate (1100 X 1900 pixels X 30 frames/s) repre- 
sents a 62.7-Mpixel/s data rate, exceeding the capabili- 
ties of many current image processing systems. In partic- 
ular, image compression systems are often required to ease 
the transmission and storage requirements for such data. 
Lossless image compression is important in medical and 
scientific applications. 
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In this work, a hierarchical (pyramid) lossless compres- 
sion algorithm has been adopted. Compression perform- 
ance can be improved by encoding the intensity difference 
between adjacent pixels prior to compression [I]. Typical 
of many image processing tasks, the hierarchical differ- 
ence encoding algorithm operates on 3 x 3-pixel blocks 
(kernels), yet conventional imagers are read out in se- 
quential raster-scan format such that vertical neighbors are 
separated by a full row of pixels. Thus, buffering of the 
image data must be performed by digital memory fol- 
lowed by subsequent access of the pixels in hierarchical 
order. Although not overly complex, buffer memory and 
digital image reorganization circuitry places additional 
power, weight, and size burden on the transmission elec- 
tronics system-an important consideration in a scientific 
spacecraft, for example. An alternative approach to image 
reorganization is to preprocess the image data during im- 
ager readout utilizing low-power compact circuitry inte- 
grated on the sensor array chip. Such integration of image 
acquisition and image processing circuitry is termed fo- 
cal-plane image processing and can be used to reduce the 
performance requirements of downstream processing 
electronics [2]. 

This paper describes four CCD image reorganization 
IC’s (as well as a separate CCD imager) that supply 
downstream image compression electronics with their re- 
quired data sequences (3 x 3-pixel neighborhoods with 
the center pixel first) at video rates. Several different ap- 
proaches to such neighborhood reconstruction providing 
both row and pixel reorganization have been implemented 
on the four IC’s. Two image reorganization processors 
are integrated with a 256 x 256 CCD frame-transfer im- 
age sensor array on one IC and two are designed for hy- 
bridization to a separate 256 x 256 CCD imager within 
a 68-pin package. 

The compression algorithm is described in Section 11. 
Design and operation of the image reorganization circuits 
for the two approaches are discussed in Section 111. Fi- 
nally, experimental results from the four IC’s are pre- 
sented in Section IV. 

11. ALGORITHM 
The lossless image compression algorithm utilizes a 

pyramid-structured progressive transmission technique [3] 
that exploits the spatial correlation between nearest neigh- 

0018-9200/92$03.00 0 1992 IEEE 



KEMENY er al.: CCD FOCAL-PLANE IMAGE REORGANIZATION PROCESSORS 399 

CODE: E, E-A, E-El, E-C, E-D, E-F, E-G,  E-H,  E-l 

Fig. I .  Pyramid structured encoding. Pyramid levels consist of the center 
pixels of each 3 x 3 neighborhood from the level below i t .  Hierarchical 
code is formed by differences in intensity between the center pixel and its 
eight surrounding neighbors, in each level of hierarchy. 

bors in an image. The pyramid consists of subsampled 
arrays of the original image, in which each pyramid layer 
is comprised of the center pixels of every 3 x 3 neigh- 
borhood block from the level below it. Within each level, 
differences are formed between a center pixel and its sur- 
rounding eight neighbors as shown in Fig. 1. These dif- 
ferences form the lossless hierarchical code, which is then 
sent to a variable length coder (e.g., Huffman) for 
compression. Simulation has shown significant improve- 
ment in compression performance over raw image data 
compression (see Table I). Simulation has also revealed 
that the majority of the compression (80-86%) occurs in 
the lowest level (pyramid base, raw image level) of hi- 
erarchy, that is by encoding differences between adjacent 
pixels in each local neighborhood within the image. To 
facilitate implementation, the current approach enables 
encoding of only the base layer. 

111. IMPLEMENTATION 
Two architectures were utilized in the implementation 

of the image reorganization IC’s: focal-plane integration 
and hybrid. In the focal-plane architecture, a 256 x 256 
buried-channel frame-transfer image sensor is integrated 
with the image reorganization circuitry. In the hybrid ap- 
proach, a separate image reorganization IC inputs a con- 
ventional raster scan data stream from a CCD imager and 
outputs a reformatted pixel stream. In this work, the CCD 
image sensor and image reorganization IC’s were de- 
signed for wire bonding into a single 68-pin package. 
However, the hybrid image reorganization IC’s can also 
input data from commercial CCD imagers and so be read- 
ily integrated into existing image processing systems. 

The IC’s are implemented using a triple-poly double- 
metal 3-pm buried n-channel CCD process. Three-phase 
clocking is used in the CCD registers. Pixel size is 15 pm 
x 15 pm, including pixel isolation accomplished through 
a 3-pm channel stop. All the CCD structures are sym- 
metrical, allowing bidirectional charge transfer both hor- 
izontally within the serial registers, and between the serial 
and parallel registers. In the focal-plane IC’s, the image 
and frame store sections occupy 3.9 mm X 7.74 mm, with 
the neighborhood reconstruction circuitry occupying an 
additional 2 %  of IC area, or 0.61 mm2. 

TABLE I 
LOSSLESS COMPRESSION PERFORMANCE SUMMARY 

Differencing and Huffman 

Image Huffman Base Level Complete Pyramid 

(8 b/pixel) (bits/pixel) (bits/pixel) (bits/pixel) 
Karen 6.5404 5.4582 5.0544 
Tree 7.4774 6.3981 6.1141 
Tower 6.4620 4.6271 3.9931 
House 6.6043 5.7496 5.1752 
Tiffany 6.7138 5.8008 5.3008 

The image reformatting circuitry performs two main 
functions: multiple-row readout and pixel resequencing . 
Multiple row readout refers to the reformatting of image 
data to provide simultaneous access to several rows of 
data (e.g., three for a 3 x 3 kernel). Pixel resequencing 
refers to the reordering of pixels to create a desired pixel 
sequence within a local neighborhood or row. Design and 
operation of the two types of IC’s will now be described. 

A .  Focal-Plane Approach 
In the focal-plane approach, the neighborhood recon- 

struction circuitry is integrated with a frame transfer CCD 
image sensor. The two focal-plane IC’s consist of five 
major portions as shown in Fig. 2. The image sensor is a 
256 X 256 three-phase buried n-channel CCD adjacent to 
a 256 X 256 storage array. A novel multiple row read- 
out structure appended to the storage array replaces the 
serial output multiplexer of conventional CCD imagers. 
This neighborhood reconstruction circuit delivers three 
lines of pixel data simultaneously to the pixel resequenc- 
ing block. The pixel resequencer then separates the three 
rows into 3 X 3 blocks of pixels and outputs a serial 
stream of nine-pixel blocks. The final section is the sam- 
pling output block which separates the center pixel from 
its eight surrounding neighbors, and provides sequential, 
differential output and off-chip drive capability. The two 
IC’s differ only with regard to the pixel resequencing 
block. 

IC operation is as follows (see Fig. 2). The image data 
are moved to the frame storage section following frame 
integration by rapidly transferring the charge in the par- 
allel registers, as in typical frame-transfer imagers. Fol- 
lowing frame transfer, three lines of the image are loaded 
into the neighborhood reconstruction registers by contin- 
ued vertical parallel transfer. The three lines are then 
shifted horizontally by applying a channel stop bias to the 
vertical transfer gates, providing three rows of data si- 
multaneously to the pixel resequencing block. 

The novel NR architecture which allows both the ver- 
tical and horizontal flow of charge is shown schematically 
in Fig. 3 ,  and is referred to as SP3 due to the three serial/ 
parallel transfer structures. Unlike previously reported 
output structures, which utilize multiple serial registers, 
the new SP3 structure does not require multiplexing of a 
single row into the multiple registers [4], [ 5 ] ,  nor does it 
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Sampling 

Fig. 4. Photograph of a portion of the SP3 structure. 

(b) 
Fig. 2.  (a) Block diagram of focal-plane IC architecture. (b) Photograph 

of the wire-transfer focal-plane IC prior to light shield metallization. 
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Fig. 3 .  Schematic of horizontal and vertical charge flow through a portion 

of the SP3 structure. 

require additional implant steps [6]. Contact to the fully 
symmetric horizontal shift registers’ poly electrodes is 
made from metal bus lines running over the SP3 structure 
as shown in the photograph of Fig. 4. Although three se- 
rial/parallel transfer structures were required to generate 
the requisite 3 x 3 windows in this particular application, 
the same structure may be repeated N times to generate 
an N X M window. 

In addition to providing simultaneous readout of mul- 

incorporation of a parallel diffusion or “dump drain” at 
the bottom of each vertical column for quickly clearing 
charge out of the image sensor. In this case, lines of im- 
age data are vertically clocked through the parallel and 
SP3 registers to the reverse-biased dump drains (see metal 
bus line at bottom of Fig. 4). This feature can be advan- 
tageous in scientific imaging applications, where the rapid 
clearing of an image frame will allow capture of a more 
interesting transient event. 

The next step in the generation of the 3 X 3 encoding 
windows, following multiple-row readout from the SP3 
structure, is separating the three rows into a serial stream 
of nine-pixel neighborhoods with the center pixel first. 
The two focal-plane IC’s implement such pixel rese- 
quencing with two different techniques: pixel delay and 
wire transfer. 

The pixel delay technique relies on buffering of the pix- 
els. Three-, six-, and nine-pixel registers are appended to 
the end of each of the three 256-stage SP3 registers as 
shown in Fig. 5 .  Three pixels from each of the long serial 
shift registers are loaded into each of the three short reg- 
isters. As the image packets are simultaneously clocked 
through the appended registers, the output sampling block 
receives the three center row pixels first, followed by the 
bottom and then top row. Therefore, the output block re- 
ceives the center pixel second, rather than first as required 
by the difference encoder. Although the output sampling 
block interchanges the order of the first and second pixel, 
providing the difference encoder with the proper se- 
quence, a delay of one pixel per nine-pixel neighborhood 
is introduced. The wire-transfer technique, discussed 
next, overcomes this limitation. 

The second approach to pixel resequencing uses the 
technique, of wire transfer [7], which combines elements 
of both bucket brigade and CCD devices to effect the reor- 
dering of the pixels. In this technique charge packets are 
transferred across wires, allowing the crossing of signal 
paths. Fig. 6 is a photograph of the lower right-hand cor- 

tiple rows of imager d a g  the SP3 structure allowed the ner of the wire-transfer focal-plane IC showing the rese- 
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Fig. 5 .  Photograph of the focal-plane pixel-delay image reorganization 
circuitry and output sampling block. 

Fig. 6.  Photograph of the focal-plane wire-transfer image reorganization 
circuitry. 

quencing block. A wire-transfer structure is appended to 
the end of each of the three 256-stage serial SP3 registers 
with the center and bottom row wires interchanged, such 
that the center row pixels are output first. Each 3 x 3 
pixel block is wire transferred into a 12-stage SP3 register 
which receives the packets in parallel (three at a time). 
The first three packets are transferred in and serially 
shifted up. The second (central) set of three packets are 
then wire transferred in and these three packets along with 
the first three are shifted down, such that the first stage of 
the 12-stage shift register contains the central packet. The 
final three packets are loaded into the 12-stage SP3 reg- 
ister and the nine-pixel neighborhood is transferred in par- 
allel to a conventional parallel-to-serial nine-stage CCD 
register for serial output. While the nine pixels are being 
transferred out of the conventional register, the subse- 
quent nine-pixel neighborhood is reordered. In this way, 
a continuous output data stream of 3 x 3 neighborhood 
blocks with the center pixel first is generated. 

I 

Fig. 7 .  Circuit diagram of output sampling block. 

~ 
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Following neighborhood reorganization, the serial pixel 
stream is loaded into the output sampling block. This 
block, used in all four IC’s, consists of a first-stage 
source-follower output amplifier followed by dual sam- 
ple-and-hold (S/H) circuits (Fig. 7). The center pixel data 
are sampled by the upper S/H circuit. The remaining eight 
peripheral pixels are sampled by the lower S/H circuit. 
The S/H circuits are buffered by a matched pair of source- 
followers with active load transistors, which in turn drive 
the output pads. Thus, two output data streams are gen- 
erated. The upper stream contains peripheral pixels output 
at the imager readout rate (2 Mpixells), while the lower 
contains center pixels output at 1 /8  the readout rate. By 
inputting these streams into a differential operational am- 
plifier, differences between the center pixel voltage and 
its corresponding peripheral pixel voltages were easily 
generated at the imager readout rate (2 MHz or 26 
frames /s) . 

B.  Hybrid Approach 
In the hybrid approach, the image reorganization cir- 

cuitry requires conventional raster-scan data input from a 
separate imager IC. The hybrid IC’s, functioning as im- 
age reformatting “black boxes,” can therefore be incor- 
porated into image processing systems which utilize con- 
ventional front-end image acquisition, such as a CCD 
video camera. The hybrid IC’s perform the same three 
functions as the focal-plane reorganization processors: si- 
multaneous multiple-row readout, pixel resequencing, and 
differential output sampling. Analogous to the focal-plane 
IC’s, the two hybrid IC’s differ only with regard to the 
pixel resequencing technique utilized: pixel delay or wire 
transfer. The pixel resequencing delay structure is the 
same as that utilized in the focal-plane approach. How- 
ever, a different wire-transfer architecture was utilized in 
the hybrid case and will be discussed below. 

The hybrid multiple-row readout technique relies on 
buffering or delay of the image data. Buffering using a 
CCD delay line has been previously demonstrated both 
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on-chip [8] and off-chip [9]. Although simple to imple- 
ment, these approaches suffer from additional nonuniform 
charge-transfer inefficiency (CTI) loss due to transfer 
through a varying number of additional CCD stages, re- 
sulting in image degradation. 

An improved version of the delay approach, schemati- 
cally illustrated in Fig. 8, has been implemented in the 
hybrid IC’s. In this case, three rows of imager data are 
sequentially written into three separate 256-stage CCD 
shift-register delay lines which are jointly clocked to pro- 
vide simultaneous readout of the three imager rows. After 
each row (line of image data) is written, the line is trans- 
ferred into a parallel register for storage during writing of 
the other rows. This allows one set of clocks to be used 
for all three serial registers, minimizing pin-count and 
clocking complexity. After the three rows are written, the 
charge packets are simultaneously transferred back into 
the serial delay lines where they are clocked out horizon- 
tally. 

In this way, each pixel undergoes the same number of 
charge transfers (one row) maintaining uniform CTI 
losses. In addition, the number of shift registers can be 
increased to provide access to any number of rows such 
that much larger neighborhoods (image kernels) can be 
created. 

Writing of the data is accomplished via the fill-and-spill 
technique [ 101. The separate imager IC is conventionally 
read out via a source-follower amplifier, which converts 
the pixel charge packets to the voltage domain. These sig- 
nal voltages are used to set the voltage on the inverting 
gate ( W l )  of a surface-channel fill-and-spill structure (to 
maximize linearity) located at the beginning of each shift 
register (Fig. 8). By momentarily forward biasing the re- 
verse-biased input diode (ID), one signal charge packet 
(Q,) is replicated during each pixel readout cycle: Q, = 
ACox(Vwl - Vw2) ,  where A is the gate area, Cox is the 
oxide capacitance, and V,, and VM2 are the voltages on 
the first and second metering well, respectively. By proper 
scaling of the gate area and application of the signal volt- 
age to metering well one, the attenuation and inversion 
introduced by the imager readout amplifier are canceled. 
Two of the three input diodes are reverse biased with re- 
spect to the channel, while the third is forward biased, so 
that pixel replication occurs in only the selected shift reg- 
ister, eliminating the need for additional select switch cir- 
cuitry. 

This buffering technique can be extended to provide ac- 
cess to every 3 x 3 neighborhood combination (as op- 
posed to 3 x 3 window blocks), if each image pixel is 
replicated in nine (rather than one) different shift regis- 
ters. Such a general-purpose image reorganization IC was 
also fabricated and tested during the course of this work 
but is reported elsewhere [l 11. The same technique can 
be extended to the generation of larger windows. 

Once the three rows of data are made available, they 
are simultaneously input to the pixel resequencing block. 
One hybrid IC utilizes the pixel delay technique described 
in Section III-A for separation of the three rows of pixels 
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Fig. 8 .  Schematic diagram illustrating the hybrid approach to simultane- 
ous multiple-row readout. 

Fig. 9. Photograph of the wire-transfer image reorganization circuitry used 
in the hybrid approach. 

into 3 x 3 blocks. The second IC utilizes the wire-trans- 
fer technique. Fig. 9 contains a photograph of the wire- 
transfer structure. Operation is as follows. Three pixel 
charge packets from each of the three 256-stage serial de- 
lay lines are loaded into three sets of short parallel reg- 
isters. These nine pixels are then simultaneously trans- 
ferred across wires to a nine-channel parallel register. The 
center pixel is wired to the first channel of the register, 
providing the desired resequencing. The reordered nine- 
pixel neighborhood is then transferred into a serial regis- 
ter for sequential readout. During the nine-pixel serial 
readout, the subsequent 3 x 3 neighborhood is loaded and 
reordered by the wire-transfer structure such that a con- 
tinuous output stream is generated. This stream is then 
sent to the previously discussed sampling block for dif- 
ferential output off-chip. 

IV. EXPERIMENTAL RESULTS 
The IC’s were tested both electrically and optically. The 

imaging and processing circuitry was operated with 5-V 
three-phase clocks, yielding a total estimated dissipated 
power of 150 pW at a 30-Hz frame rate, not including the 
off-chip drive amplifiers. These add an estimated 7 mW 
of power since they were designed to drive an oscillo- 
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scope directly (1-Ma 22-pF load), but in principle need 
only drive an A/D converter. 

A .  Electrical 
The circuits were tested electrically at the wafer-probe 

and chip level at a 277-kpixels/s and at a 2-Mpixels/s 
output rate, respectively. Quantitative testing on the two 
focal-plane IC’s was facilitated by the addition of a serial- 
to-parallel charge electrical input structure located at the 
top of the imaging array. A supplementary output ampli- 
fier located opposite the pixel resequencing block was also 
included on the focal-plane IC’s. During normal opera- 
tion, these test structures are not used, so that the number 
of required clock and monitoring signals is less than the 
IC pin count would indicate. Also, in practice, several 
CCD registers are clocked in tandem by externally con- 
necting corresponding clock phases, such that the total 
number of control signals supplied to the IC is minimized. 

Initially, functional testing at the wafer-probe level was 
performed by inputting various bit patterns and observing 
the resultant output sequence. An example of this for the 
pixel-delay focal-plane IC is shown in the multiple-ex- 
posure oscilloscope photograph of Fig. 10. In this case, 
ten ONES transferred out of each of the three SP3 registers 
at 277 kpixels/s (3.6 ps/pixel) are delayed by nine, 
three, and six pixels, respectively. Charge-transfer effi- 
ciency (CTE) in the vertical registers as well as in the 
conventional horizontal (serial to parallel) registers was 
measured to exceed 0.99996/stage at the 277-kpixel rate, 
and CTE in the horizontal SP3 registers was measured to 
be 0.99994/stage at 83 kpixels/s and 0.9996/stage at 2 
Mpixels /s. As expected, the single wire-transfer opera- 
tion did not introduce any observable degradation in CTE. 

Overall output amplifier sensitivity was measured to be 
3.2 pV/electron. Intrinsic read noise levels could not be 
assessed due to test station noise limitations. Matching of 
the output amplifier pair was measured to be better than 
0.05 %, with some chip-to-chip variation observed. (Mis- 
match can be corrected using an off-chip preamplifier prior 
to A/D conversion, if needed.) 

B. Optical 
Optical testing was performed at a 2-Mpixel /s  output 

rate (26-28 frames/s). A 28-85” Nikon lens was used 
to focus an image onto the focal-plane (and imager) IC’s. 
Raw outputs from the IC’s were first buffered by a pream- 
plifier, which through gain and offset correction, provided 
a 0-1.5-V signal which was then inverted and sent to a 
raster-scan converter for display. To demonstrate func- 
tionality of the focal-plane IC’s with optical input, a pho- 
tograph taken from the screen of the scan converter is 
shown in Fig. 11. The larger image is a portion of the 
complete 256 x 256 image captured (at a 26-Hz frame 
rate) by multiplexing the imager output through the upper 
SP3 register and bypassing the pixel resequencing cir- 
cuitry. The inset image is composed of one of the eight 
difference-encoded elements (center pixel minus neigh- 

~ 
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Fig. IO .  Multiple exposure oscilloscope photograph displaying nine-. 
three-, and six-pixel delay of ten O N E S ,  transferred out of each of the three 
S P ~  registers, respectively. 

Fig. 1 I .  Photograph taken from video monitor showing portion of image 
sensor output when reformatting circuitry is bypassed. Inset real-time 
“edge” image using on-chip reformatting circuitry is described in text. 
(Note: actual hierarchical code of Fig. 1 not amenable to display.) 

boring diagonal pixel) of each 3 x 3 block yielding an 80 
x 80 subsampled “edge” image also generated at a 26-Hz 
frame rate. 

V.  SUMMARY AND CONCLUSION 
In summary, four IC’s implementing a variety of image 

reformatting techniques have been successfully demon- 
strated. The IC’s provide real-time image reorganization 
to enable pyramidal, differential output of image data, thus 
simplifying downstream electronics and reducing system 
size, power, and weight of lossless hierarchical compres- 
sion hardware. Two image reorganization processors were 
designed for hybridization to a separate imager IC, and 
two are realized on the focal plane. The hybrid IC’s are 
compact and simple, requiring fewer clock lines than the 
focal-plane IC’s. Although designed for hybridization 
with an imager array in a 68-pin package, they can also 
be utilized as “black boxes” to provide image reorgani- 
zation in existing image processing systems. The two fo- 
cal-plane IC’s represent the first integration of a 256 X 
256 CCD image sensor with additional charge-domain 
circuitry to enable image reformatting at video rates (28 
frames/s). The image reformatting circuitry occupies 2 % 
of the active chip area and inconsequentially increases IC 
power dissipation. Signal integrity is not compromised by 
the structure since charge-transfer efficiency is high and 
the number of transfers is not increased. A summary con- 
trasting characteristics and performance of the four IC’s 
is given in Table 11. 
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TABLE I1 
IC CHARACTERISTICS A N D  PERFORMANCE SUMMARY 

Hybrid Hybrid Wire Focal-Plane Focal-Plane 
Characteristic Pixel Delay Transfer Pixel Delay Wire Transfer 

Imager architecture 
Number of pixels 
Pixel size 
Charge capacity 
Chip area (mm) 
Imager area (mm) 
Pin count 
CTE: 

vertical/horizontal 
sp3 register 

Processor power dissipation 
(excluding drive circuitry) 

Output amplifier sensitivity 

- 
- 
- 
1 0 0 0 0 0 e  
2.5 x 5.5 
- 
31 

0.99996 

150 pW 
- 

3.2 pV/e  

- 
- 
- 

1 0 0 0 0 0 e  
2.5 X 5.5 

37 

0.99996 

150 pW 

3.2 pV/e  

- 

- 

3-phase FT 
256 x 256 
15 pm x 15 pm 
1 0 0 0 0 0 e  
5.4 x 9.4 
3.9 x 3.9 
55 

0.99996 
0.99994 
150 pW 

3.2 pV/e  

3-phase FT 
256 x 256 
1 5 p m  x 1 5 p m  
1 0 0 0 0 0 e  
5.4 x 9.4 
3.9 x 3.9 
64 

0.99996 
0.99994 
150 pW 

3.2 pV/e  

ACKNOWLEDGMENT 
The authors gratefully acknowledge the technical as- 

sistance of S .  Mendis during the course of this work. 

REFERENCES 
[ I ]  H. H. Torbey and H. E. Meadows, “System for hierarchical image 

coding/decoding,” Columbia Univ., New York, NY, CTR Tech. 
Rep. 94, 1988. 

[2] E. R. Fossum, “Architectures for focal-plane image processing,” 
Opt. Eng., vol. 28, no. 8,  pp. 865-871, 1989. 

[3] K. R. Sloan and S. L. Tanimoto, “Progressive refinement of raster 
images,” IEEE Trans. Comput., vol. C-28, no. 11 pp. 871-874, Nov 
1979. 

[4] R. Angle, J. Cames, W. Kosonocky, and D. Sauer, “Techniques for 
the design of high-density high-speed TCI-CCD image sensors,’’ in 
Proc. 1978 Int. Con5 Appl CCDs (San Diego, CA), pp. 1-1 1. 

[5] B. Dierickx and J. P. Vermeiren, “A new very high resolution linear 
image sensor architecture,” in Proc. 1986 Electron. Imaging Conf., 

[6] T .  Lee et a l . ,  “A four million pixel CCD image sensor,” in Charge 
Coupled Devices and Solid-State Sensors, Proc. SPIE, vol. 1242, pp. 

[7] E. R. Fossum, “Wire transfer of charge packets using a CCD-BBD 
structure for charge-domain signal processing,” IEEE Trans. Elec- 
tron Devices, vol. 38, no. 2,  pp. 291-298, Feb. 1991. 

[8] J. E. Hall, J. F.  Breitzmann, M. M. Blouke, and J. T. Carlo, “A 
multiple output CCD imager for image processing applications,” in 
IEDM Tech. Dig. ,  1978, pp. 415-418. 

[9] G. R. NGdd, P. A. Nygaard, G. D. Thurmond, andS.  D. Fouse, “A 
charge-coupled device image processor for smart sensor applica- 
tions,” in Image Understanding Systems and Industrial Applications, 
R. Nevatia, Ed., Proc. SPIE, vol. 155, pp. 15-22, 1978. 

[IO] M. F. Tompsett, “Surface potential equilibration method of setting 
charge in CCD’s, “IEEE Trans. Electron Devices, vol. ED-22, pp. 

1111 S. E. Kemeny, E.-S. Eid, S.  Mendis, and E. R. Fossum, “Update 
on focal-plane image processing research,” in CCDs and Solid-State 
Optical Sensors 11, Proc. SPIE, vol. 1447, paper 24. Feb. 1991, 

pp. 114-119. 

10-16, 1990. 

305-309, 1975. 

Sabrina E. Kemeny (M’84) received the B.S., 
M.S., and Ph.D. degrees in electrical engineering 
from Columbia University, New York, NY, in 
1986, 1988, and 1991, respectively. Her thesis 
concerns the use of charge-coupled devices 
(CCD’s) for image preprocessing and data 
compression. 

In the summer of 1988 she was employed by 
Ford Aerospace in Newport Beach, CA, in the fo- 
cal-plane array design section. There she designed 
the linear CCD imager for the Mars Observer 

camera, and a switched FET multiplexer for hybridized 1R detector arrays. 

In January 1991 she joined the neuroprocessing and analog computing de- 
vices group at the Jet Propulsion Laboratory, California Institute of Tech- 
nology, Pasadena, CA, where she has been working on VLSI implemen- 
tations of neural networks and application-specific IC’s. Her interests 
include mixed analogldigital VLSl design, with an emphasis on charge- 
domain signal processing. 

Habib H. Torbey (S’85-M’90) received the Di- 
plbme d’lngknieur degree in electrical engineer- 
ing in 1984 from St. Joseph University, 
Lebanon, and the M.S. and Ph.D. degrees from 
Columbia University, New York, NY, both in 
electrical engineering, in 1986 and 1991, respec- 
tively. During his stay at Columbia, he was part 
of the Center for Telecommunications Research 
where he focused on compression and progressive 
transmission of images. 

He is currently with Mideast Data Systems Inc., 
Lebanon, where he is conducting research on imaging. His interests in- 
clude image coding and transmission, and ISDN. He holds two patents. 

Henry E. Meadows (S’49-A’54-M’57-SM’72- 
F’75) received the B.E.E., M.S.E.E., and Ph.D. 
degrees from the Georgia Institute of Technology, 
Atlanta. 

In 1962, he joined the faculty of Columbia Uni- 
versity, New York, NY, where he is Professor of 
Electrical Engineering. He has also worked at Bell 
Laboratories, Philco-Ford Corporation, Technol- 
ogy Consultants, Inc., Comsat Laboratories, Dig- 
ital Communications Corporation, and Mitre Cor- 
poration. His technical interests include 

communications, image transmission, and nonstationary and neural net- 
work signal processing 

Richard A. Bredthauer (S’74-M’75) received 
the B.S. degree in physics from the University of 
California at Los Angeles in 1968, and the M.S. 
degree in physics in 1973 and the Ph.D. in elec- 
trical engineering in 1975 both from the Univer- 
sity of California at Santa Barbara. His disserta- 
tion explored the design, fabrication, and testing 
of charge-coupled devices. 

During the past 16 years he has been involved 
in developing a wide variety of CCD imagers and 
signal processors, including designing and suc- 

cessfully demonstrating a 4096 X 4096 imaging array, the highest reso- 
lution imager in the world produced to date. He has authored more than 20 
publications, holds two patents, and is presently Director of the Advanced 
CCD Technology Department at Loral Fairchild Imaging Sensors in New- 
port Beach, CA. 

Dr. Bredthauer is a member of the American Physical Society. 



KEMENY er al . :  CCD FOCAL-PLANE IMAGE REORGANIZATION PROCESSORS 405 

Melanie A. La Shell was born in  the Los Angeles 
area and was educated in  Southern California. 

She has been involved in various aspects of sil- 
icon processing since 1971, joined Ford Aero- 
space in Newport Beach, CA (now Loral Fairchild 
Imaging Sensors) in 1977 doing research and de- 
velopment on InSb detectors, and since 1981 has 
been engaged in research and development of 
large-scale visible array CCD’s including the team 
which developed the first 4096 X 4096 imager for 
Ford She is presently the Quality Assurance En- 

Assistant Professor, and was engaged in research on charged-coupled de- 
vices (CCD’s) in both silicon for focal-plane image processing and GaAs 
for very high-speed signal processing Other research included novel de- 
vices and structures for fiber-based optical interconnects and the low en- 
ergy ion beam modification of semiconductor surfaces He was promoted 
to Associate Professor in 1989 He joined the Jet Propulsion Laboratory 
(JPL), California Institute of Technology, Pasadena, CA, in  1990 as Tech- 
nical Assistant Section Manager for Imager Research and Advanced De- 
velopment in the Imaging Systems Section He is presently investigating 
cryogenic sensor readout electronics, focal-plane signal processing and ad- 
vanced image sensor structures He has published over 60 technical papers 
and holds several patents 

Dr Fossum received the IBM Faculty Development Award in 1984 and 
gineer for CCD wafer fabrication and assembly 

Eric R. Fossum (S’80-M’84-SM’91) received the 
B.S.  degree with honors in physics and engineer- 
ing from Trinity College, Hartford, CT, in  1979, 
the M.S. degree in  1980 from Yale University, 
New Haven, CT. in applied physics, and the 
Ph.D. from Yale in electrical engineering in  1984. 
where he received the Becton Prize in Engineering 
and Applied Science for his thesis work on smart 
sensors. He has held an IBM Graduate Fellowship 
and the Howard Hughes Doctoral Fellowship. 

He joined Columbia University in  1984 as an 

was named an NSF Presidential Young Investigator in 1986. He received 
the Analog Devices Career Development Award in 1987 and the Columbia- 
NCR Stakeholder Partnership Innovation Award. In 1989 he was appointed 
as a Distinguished Visiting Scientist at JPL. He organized and chaired the 
1986 IEEE Workshop on CCDS, the 1990 IEEE Workshop on Advanced 
Solid-state Imagers, and is organizing the 1992 SPIE Conference on In- 
frared Readout Electronics. He also co-chaired the 1991 IEEE Workshop 
on CCD’s. He has served on several IEEE and SPIE conference commit- 
tees and is a member of the SPIE, APS. and AVS. 


